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Motivation
Opinion detection aims to detect an author’s view towards a certain topic and has become a key
component in everyday applications such as fake news detection and argumentation. While state-of-
the-art deep learning models are ideal for this problem, they need lots of labeled training data that
is often expensive to obtain. In order to reduce data collection costs, we can use few-shot-learning
models which are specifically designed for learning with a very small amount of training data. Since
most of our data comes from social media, we need a tool that can differentiate useful text from noisy,
unopinionated posts. To this end, this thesis aims to develop an opinion detection model that can
efficiently differentiate opinionated from non-opinionated text and is trained only on a small amount
of data.

Task Description
• Processing literature about state-of-the-art few-shot learning

classification models

• Training different variations of the opinion detection model:

1. evaluate the model on a large number of completely new
topics (zero-shot opinion detection) and

2. evaluate the model on a large number of topics with very
few training examples (few-shot opinion detection)

• Performing an error analysis

Difficulty
Analysis
○ ○ ○ ○ ○ ○ ○ ○ ○ ○

Programming
○ ○ ○ ○ ○ ○ ○ ○ ○ ○

Literature
○ ○ ○ ○ ○ ○ ○ ○ ○ ○
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