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Motivation
Receptive communication, or the willingness to engage thoughtfully with opposing views, is important
to having cooperative, successful conversations. Our lab has obtained preliminary results on generat-
ing paraphrases of text input to create more receptive outputs. This preliminary work was performed
on sentences and in this work we are interested in extending this to longer texts or documents. This
adds additional challenges through the interplay of sentences conveying different information but
sharing the same receptive style.

Task Description
Our goal is to show that receptive
generation models can be applied
to longer paragraphs or documents.
We intend to examine the problems
that arise in maintaining a recep-
tive style throughout a text while

without being redundant and preserving fluency. As longer texts
contain more content, it will be worthwhile to explore how recep-
tivity is perceived across different types of content. Work can be
submitted for publication upon completion.
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