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Abstract
In this paper, we introduce the task of style-consistent content transfer, which concerns modifying a text’s content
based on a provided reference statement while preserving its original style. We approach the task by employing
multi-task learning to ensure that the modified text meets three important conditions: reference faithfulness, style
adherence, and coherence. In particular, we train three independent classifiers for each condition. During inference,
these classifiers are used to determine the best modified text variant. Our evaluation, conducted on hotel reviews
and news articles, compares our approach with sequence-to-sequence and error correction baselines. The results
demonstrate that our approach reasonably generates text satisfying all three conditions. In subsequent analyses, we
highlight the strengths and limitations of our approach, providing valuable insights for future research directions.
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1. Introduction

Text style transfer concerns changing the style of a
given text while preserving its content. With the ad-
vances in neural network architectures, significant
contributions have been made to text style transfer
(Fu et al., 2018; Jin et al., 2022). However, there
has been relatively little focus on the inverse direc-
tion: preserving the original style while modifying
the content, a task referred to as content transfer
(Qin et al., 2019; Prabhumoye et al., 2019).

Content transfer finds applications in different
scenarios where text updates are necessary dur-
ing the writing process. For instance, it allows for
revising specific events in a narrative while main-
taining the established writing style (West et al.,
2022). In scientific writing, updating related work
demands modifications while maintaining consis-
tency in the article’s overall style and tone. Also
in collaborative writing environments with multiple
authors, content transfer enables content updates
without compromising a unified tone and style, cre-
ating a final document that appears as if drafted by
a single author (Prabhumoye et al., 2019).

In this paper, we propose the following content
transfer task: Given a reference statement, a de-
sired style, and a preceding and subsequent con-
text, generate a text to be inserted in between the
context that meets three conditions: (1) faithfulness
with respect to the reference statement, (2) style
adherence to the discussed topic, and (3) coher-
ence in relation to the context of the text. Table 1
exemplifies the task, where a new sentence is in-

serted into an existing text while meeting these
three conditions.

We approach the proposed task with the hypoth-
esis that all three outlined conditions need to be op-
timized jointly to ensure text quality. To operational-
ize this hypothesis, we adapt the idea of knowledge
distillation (Hinton et al., 2015; Liu et al., 2021) to
content transfer, where a generator is guided by
pre-trained teacher models.

Our approach involves an initial training of clas-
sifiers, each dedicated to evaluating a specific con-
dition, thereby determining the extent to which a
given text complies with these conditions. The ap-
proach is generic in that the conditions could easily
be replaced or extended by others, as detailed in
Section 3. Given the classifiers, the knowledge
encapsulated within these classifiers is then dis-
tilled into our model through a two-step process: In
the first step, a multi-task learning model is trained,
where one task focuses on generating the text,
while the others revolve around validating the com-
pletion of the specified conditions. The classifiers,
serving as a source of distilled knowledge, guide
the model training process. Following this training
phase, the model is used to generate multiple can-
didate texts. Subsequently, the classifiers assess
the texts generated during the process, to select
those that best align with the predefined conditions.

Our multi-task learning approach is applied to
two content transfer domains: We conduct experi-
ments on the hotel review corpus of Wachsmuth
et al. (2014), where review statements conveying



(a) Hotel Review

Topic. Mattress

Reference. I really would expect a better mattress than
a rock.

Text. Two complaints though: the bed, although not
uncomfortable, was a little lumpy. The mattresses felt
like they were made of cement. And the free WiFi
never actually worked for me.

(b) News Article

Topic. Mike Huckabee

Reference. His book, “Quit Digging Your Grave with
a Knife and Fork,” became a bestseller and he made
obesity a major policy initiative as governor.

Text. “And if someone can capture both the blue-collar,
working-class Republicans, the conservatives, many
of them even union members, as well as evangelicals,
there’s a real pathway to the nomination.” In 2009, he
became one of the nation’s most famous public
officials for lifting the U.S. standard for personal
appearance. He was the longest-serving Arkansas
governor, from 1996 to 2007.

Table 1: Examples of content transfer on a hotel
review and a news article. The bold sentences are
generated by the approach proposed in this work,
given a topic, a reference, and the surrounding
text as input. In (a), the generated sentence about
mattresses can be entailed from the reference that
the mattresses was like a rock. Similarly, in (b),
the part on “lifting the U.S. standard for personal
appearance” can be entailed from Mike Huckabee
“made obesity a major policy initiative.”

sentiments towards certain topics are the reference
statements that we aim to integrate into the gener-
ated text. Also, we use the news article corpus of
Fan et al. (2019), where sentences opinionated to-
ward specific entities represent the reference state-
ments. In Section 4, we detail how the reference
statements are obtained in our experiments and
how the relationships between these references
and the generated texts are inferred.

We empirically evaluate our approach both au-
tomatically and manually in Section 5. Compared
to a sequence-to-sequence training method from
our previous paper (Chen et al., 2021b) and an er-
ror correction model (Thorne and Vlachos, 2021),
our approach improves content transfer in terms
of all three conditions (faithfulness, style adher-
ence, and coherence) in a crowd-based user study,
while being on par with the baselines in automatic
metrics. A key observation from our evaluation
is the effectiveness of retaining review sentiment
and the complexity associated with acquiring the
necessary knowledge for news articles.

Altogether, we provide three main contributions:

1. We propose a generic reference-based con-
tent transfer framework.

2. We instantiate the content transfer framework
as a multi-task learning approach employing
knowledge distillation.

3. We present empirical evidence demonstrat-
ing that our approach generates text that is
more faithful to references compared to exist-
ing methods in two domains.

2. Related Work

Content transfer is closely related to text style trans-
fer by concept. The notion of “style” is treated
broadly in the literature, and sometimes the border
between style and content is blurred. Style trans-
fer tasks include changing positive sentiment to
negative sentiment (He and McAuley, 2016; Shen
et al., 2017), formal writing to informal writing (Rao
and Tetreault, 2018), one topic to another (Huang
et al., 2020), and one frame to another (Chen et al.,
2021b). However, there are only a few works explic-
itly on content transfer so far (Prabhumoye et al.,
2019; West et al., 2022). They study how to in-
sert a faithful text in an existing document based
on information from a reference document. They
showed that the model using information from the
existing document and the reference achieved the
best performance. With this in mind, our approach
uses multi-task learning considering the informa-
tion from the context and the reference.

The faithfulness issue exists in many natural lan-
guage generation tasks (Li et al., 2022), such as
machine translation (Zhou et al., 2021), dialogue
generation (Welleck et al., 2019), and, in particular,
abstractive summarization (Cao et al., 2020; Dong
et al., 2020; Zhu et al., 2021). The first step to
tackle this issue is to define what is considered
faithful and what not faithful, so that faithfulness
can be detected (Maynez et al., 2020). Goodrich
et al. (2019) model facts as subject-relation-object
triplets to then compare facts extracted from gen-
erated texts to these triplets. However, the authors
mention that their approach cannot extract nega-
tion relations. In contrast, the faithfulness in our
approach is a free text and thus negation relations
can be captured as well. We borrow the entail-
ment/contradiction concept from research on natu-
ral language inference for this purpose (MacCart-
ney, 2009). Recently, Laban et al. (2022) also used
natural language inference to detect faithfulness
inconsistency. Our approach also uses natural
language inference to help improving faithfulness.

Several studies on improving faithfulness or fac-
tuality relate to abstractive summarization (Zhang
et al., 2020b; Nan et al., 2021; Thorne and Vla-
chos, 2021). For example, Cao et al. (2020) train a



(b) Generator Training(a) Classifier Training

(c) Model Inference

Training
set

reference
style key phrase
sentence before
sentence after generated text Predicted

fulfillment

Conditions
fulfillment

Faithfulness Faithfulness

Style adherence

Coherence

Style adherence

Coherence

Encoder EncoderDecoder Fully connected

Classifiers Best output textreference
style key phrase

sentence before
sentence after

Output text 
candidates

Encoder Decoder

New text

Figure 1: The three stages of our approach: (a) Training classifiers for each condition. (b) Training the
multi-task learning model with the knowledge from the trained classifiers. Three fully-connected layers
(one for each condition) are used to predict the condition fulfillment. The model learns to generates the
text while satisfying the conditions. (c) Selecting the output text best fulfilling the conditions using the
classifiers. Different conditions require different inputs.

sequence-to-sequence model where the inputs are
the corrupted and a reference summary, and the
output is the correct summary. Zhu et al. (2021)
integrate knowledge into their model, where the
knowledge is again defined as subject-relation-
objects. Closer to our idea, previous works also
propose selecting the best output among the can-
didates. For example, Chen et al. (2021a) use con-
trastive candidate generation and selection. Like-
wise, Falke et al. (2019) and Barrantes et al. (2020)
use the pre-train natural language inference model
to select the most factually correct output. Different
from summarization, content transfer requires a
coherent integration of given and new content.

The idea of knowledge distillation, used in the
present work, was first formalized by Hinton et al.
(2015) as a method of transferring knowledge from
one teacher model to a student model. The knowl-
edge learned may be feature-based, relational-
based, or response-based (Gou et al., 2021). In
the field of NLP, knowledge distillation has been
used, for example, to train smaller versions of
transformer-based models (Sanh et al., 2019). Our
approach distills knowledge from pre-trained clas-
sifiers in order to better control text generation.

3. Approach

In this section, we define the reference-guided con-
tent transfer task we consider, and then we present
our approach to the task using knowledge distilla-
tion. Figure 1 gives an overview of the approach.

3.1. Reference-Guided Content Transfer

As previous work (Prabhumoye et al., 2019; Chen
et al., 2021b), we model reference-guided content
transfer as a sentence generation task:

Given a reference statement, a desired

style, and a surrounding context, gener-
ate a text that is consistent with the con-
tent of the reference, adheres to the style,
and is coherent with the context.

We assume both the reference and the output
text to be a single sentence each, and the style to
be specified as a topic (e.g., “room”).1 For context,
we follow our previous work (Chen et al., 2021b)
in providing the sentence before and the sentence
after the text to be generated. Examples are shown
in Figure 2.

3.2. Knowledge Distillation

We approach the three conditions of the given task
(faithfulness, style adherence, and coherence) us-
ing a multi-task paradigm, where the primary task
is text generation while the fulfilling of each condi-
tion serves as one auxiliary task. Most multi-task
learning methods produce all output at once (Col-
lobert and Weston, 2008), generating the text and
predicting the conditions’ fulfillment at the same
time. However, we argue that the prediction should
be made after generation, so the misfulfillment of
the conditions can be backpropagated to guide the
generation.

In line with Liu et al. (2021), we realize our ap-
proach in three stages, as illustrated in Figure 1:

(a) Classifier training. Given the three conditions,
we train one classifier for each.

(b) Generator training. The classifiers are used
as teacher models to guide the training of the
generation model.

(c) Model inference. Given output text candidates,
the classifiers find out the text best fulfills the
conditions.

1It is arguable whether topic is content or style. We
discuss the notion of style in Section § 2.



(a) Hotel Reviews (b) News Articles

Three nights in our third room were claustrophobic. 
Too much furniture was stuffed in this small, dark room. 
We were tripping over our luggage.

... My first room, on the tenth floor, was tiny. ...

Input review

Referred review

sent before

sent after

referencetopic

topictarget

House minority leader Nancy Pelosi was re-elected to her leadership post Wednesday morning. 
But more than 60 Democrats voted against her a stunning level of dissent at a time when the 
party is trying to pick up the pieces after a disastrous presidential election. 
Pelosi defeat her lone challenger, Rep. Tim Ryan, by a vote of 134 to 63.

“There's a whole lot of anger,“ said one Democrat who opposed her, who requested anonymity 
in order to speak freely.

Input article

Referred article

sent before

sent after

target

topic = Nancy Pelosi

topic = Nancy Pelosireference

Figure 2: Examples from the corpora used: (a) A training instance from the hotel reviews. Both the target
and the reference have negative sentiment toward the topic, “room”. (b) A training instance from the
news articles. Note that the original annotation does not include the location of the topic in this dataset.
We label “her” here for better understanding. Similarly, both the target and the reference have negative
sentiment toward the topic, “Nancy Pelosi”. In this figure, the inputs (sentbefore, sentafter, and reference)
are in green and the output (target) is in orange.

Inspired by research on knowledge distilla-
tion (Hinton et al., 2015; Liu et al., 2021), we use
the classifiers as the teacher models and distill
their knowledge into our approach. This could also
be extended by further conditions, simply by using
further classifiers and concatenating the embed-
dings with different inputs, if necessary. The main
difference between Liu et al. (2021) and ours is
that we add (c) to further improve the performance.

Classifier Training For faithfulness, the classifier
predicts the relation between the generated text, ŷ,
and the reference, r. Borrowing ideas from natural
language inference (MacCartney, 2009), we distin-
guish three cases: (1) faithful, i.e., one text entails
the other text, (2) non-faithful, i.e., the two texts
contradict each other, and (3) the texts are in a
“neutral” relationship. For style adherence, a binary
classifier predicts whether the generated text cov-
ers the desired topic t. Lastly, a binary classifier
predicts whether the three sentences (sentence
before sentbefore, generated text, and sentence
after sentafter) are coherent in sequence.

Generator Training For generation, we use an
encoder-decoder architecture that learns to gener-
ate the target output text ŷ given the inputs (refer-
ence, style, sentence before, and sentence after),
as shown in Figure 1(b). After generation, we pass
ŷ, r, t, sentbefore, and sentafter to the trained clas-
sifiers to get the predicted labels L, one label per
classifier. We also feed ŷ and all other inputs to the
encoder again and concatenate their embeddings.
Three fully-connected layers (one for each condi-
tion) are used to predict labels L̂, where the target
labels L are given by the classifiers. Note that, un-
like most multi-task learning approaches, the labels
of the conditions are given by the teacher models
on-the-fly and are not known before training.

Multiple losses have to be optimized: Lg, the
generation loss from comparing y with ŷ, and one
condition loss Li each from comparing li ∈ Li

Dataset Training Validation Test

Hotel Reviews 23,471 5,158 6,489
News Articles 4,064 533 1,457

Table 2: The number of instances in training set,
validation set, and test set for each dataset.

with l̂i ∈ L̂i for condition i. The overall loss is as
follows, where n is the number of conditions:

L = αg · Lg +

n∑
i=1

αi · Li, (1)

where αg ≥ 0, αi ≥ 0 and αg +
∑

αi = 1. The
optimization of the weights αi can be found in the
appendix.

Model Inference During inference, we first gen-
erate a set of candidate texts ŷj and then use the
classifiers to predict the probabilities of condition
fulfillment, as shown in Figure 1(c). The text with
the highest aggregated probability is selected as
the output. In particular, given all predicted proba-
bilities pi,j of condition i and candidate j, the best
output text is computed as follows, with the same
weights as in Equation 1:

ŷ = argmax
ŷj

n∑
i=1

αi · pi,j , (2)

4. Experiments

In this section, we report on the experiments we
conducted to investigate the extent to which the
proposed approach can perform reference-guided
content transfer. We present the setup, the dataset
preparation, and the considered baselines.

4.1. Datasets

We consider two text registers in our experiments:
hotel reviews and news articles. The reviews have



shorter sentences and are more homogeneous,
since their topic-related scope is limited. By con-
trast, news articles are longer and more diverse,
likely making them more challenging. The distribu-
tion of the two datasets can be seen in Table 2.

Hotel Reviews We use the corpus of
Wachsmuth et al. (2014), which contains a
balanced set of hotel reviews from TripAdvisor
with 300 reviews each for seven hotel locations,
60 each per star rating from 1 to 5. We use the
hotels located in Amsterdam, Seattle, Sydney,
and Berlin as the training set, hotels located in
San Francisco as the validation set, and hotels
located in Barcelona and Paris as the test set. In
each review, the sentiment of each statement is
classified as positive, negative, or neutral. We
focus on the sentences where a topic (so-called
product feature in the paper), and positive or
negative sentiments are annotated, for example
room in Figure 2(a) with negative sentiment. Given
the corpus, we prepare a sentence generation
task similar to Chen et al. (2021b) and West et al.
(2022), as exemplified in Figure 2(a).

News Articles The other type of texts we con-
sidered is represented by the BASIL news cor-
pus (Fan et al., 2019), which consists of three news
articles each for 100 events. We randomly selected
70 events as the training set, 10 events as the vali-
dation set, and 20 events as the test set. We only
use the sentences which have bias annotated. An
example of the dataset can be seen in Figure 2(b).
A biased sentence is annotated with a topic (so-
called target in the paper), such as a person or an
event, and the sentiment toward the topic.

4.2. Classifiers and Model

Here we detail the three training of the three clas-
sifiers outside the generation model. As a base
model, we use facebook/bart-base from the
Huggingface library (Wolf et al., 2019)2. Besides,
we have the following three teacher classifiers.

Faithfulness Classifier Given a reference state-
ment, r, and generated text, ŷ, this classifier pre-
dicts the probability of faithfulness. It is based on
the pre-trained natural language inference model
from microsoft/deberta-base-mnli. For a
given sentence having a sentiment toward a topic
(hotel or event), we took all sentences from other
texts with the same topic and sentiment as those
as faithful samples. To finetune the classifier

2Since our goal is to compare models with and with-
out the multi-task learning architecture, it is important to
note that the base model can be substituted with other
advanced large language models.

on the training data, we also needed samples
with non-faithfulness and neutral labels. For non-
faithfulness, we selected sentences from other re-
views/news for the same hotel/event mentioning
the same topic but opposite sentiment. For neu-
tral, we randomly selected sentences from other
reviews/news mentioning a different topic. Table 3
shows the distribution of the labels in all datasets.
For the hotel reviews, the macro-average F1-score
of the classifier is 0.86, and the F1-score for the
faithfulness label is 0.85. For news articles, the
performance is limited only, with a macro-average
F1-score 0.47 for the classification and an F1-score
of 0.61 for the faithfulness label.

Style Adherence Classifier Given a topic t, and
a generated text ŷ, this classifier predicts whether ŷ
is relevant to t. For the negative instances, we ran-
domly chose a sentence with a different annotated
topic. We used the pre-trained bart-base(Lewis
et al., 2020) and finetuned it on our datasets. The
data distribution can be seen in Table 4. The ac-
curacy of the model is 0.98 and 0.74 for the hotel
reviews and the news articles, respectively.

Coherence Classifier Given sentbefore, ŷ, and
sentafter, this classifier predicts if ŷ is coherent in
between the others. We also used the pretrained
bart-base and finetuned it on the given data. As
negative instances, we randomly chose sentences
to replace the sentence in the middle. The data
distribution is the same in Table 4. The accuracy
of the model is 0.83 and 0.84 for the hotel reviews
and the news articles, respectively.

At inference time, we use the classifiers’ output
probabilities of faithfulness, style adherence, and
coherence for the three conditions in Equation 2.
To train the classifiers, the positive and negative
training instances are generated from the training
instances in the content transfer experiment, and
so for the validation and the test instances. As a
result, we make sure the classifiers do not learn
any information from the validation and test sets.

4.3. Baselines

As baselines for our approach, we select the follow-
ing two models that can be considered state-of-the-
art to the best of our knowledge. We trained both
baselines and optimized their hyperparameters on
the validation set to create strong baselines.3

3As mentioned in Section §2, the commonly used
subject-relation-object triplets fail to capture negation
relations and are thus not covered by our baselines.
Also, we do not compare to pre-trained masked language
models. While we could mask the target sentence in
the given case, these models normally deal with text
where only about 15% is masked and are not suitable to



Dataset Training Validation Test

Faithful. Neutral Non-faith. Faithful. Neutral Non-faith. Faithful. Neutral Non-faith.

Hotel Reviews 23,471 34,478 16,925 5,158 7,225 3,861 6,489 9,205 4,890
News Articles 4,064 3,182 3,466 533 528 333 1,457 1,039 917

Table 3: The number of instances in the training, validation, and test set for the faithfulness classifier
training. We randomly selected negative samples to have equal number as positive ones as much as
possible.

Dataset Training Validation Test

Pos. Neg. Pos. Neg. Pos. Neg.

Hotel Reviews 6931 6931 1445 1445 1841 1841
News Articles 960 960 124 124 315 315

Table 4: The number of instances in the training,
validation, and test set for the style adherence and
the coherence classifiers. The positive label (Pos.)
means style adherence or coherence, respectively;
the negative label (Neg.) means no style adher-
ence or incoherence.

Sequence-to-Sequence Model We compare to
the closely related sequence-to-sequence train-
ing strategy from our previous work (Chen et al.,
2021b). As a conditional text generator, the inputs
are the sentence before, sentbefore, the sentence
after, sentafter, the topic, t, and the reference, r.
The target output is the sentence in the middle.
Similar to Chen et al. (2021b), the four inputs are
concatenated together using special tokens as
[SB] sentbefore [/SB][SA] sentafter [/SA]

[T] t [/T] [R] r [/R],
where the bracketed symbols are special to-
kens. As for our approach, the base model is
bart-base.4

Error Correction Model On the other hand, we
consider the architecture proposed by Thorne
and Vlachos (2021). Given an input claim, the
model conditionally generates a corrected version
of the claim based on a retrieved evidence from
Wikipedia. In our case, instead of using the re-
trieval component, we directly provide the ground-
truth evidence to the input. In particular, we train
a sequence-to-sequence model whose input con-
sists of the sentence before, sentbefore, the sen-
tence after, sentafter, as well as the topic, t, con-
catenated with special tokens. The target then is
the sentence in the middle. We used the trained
model to generate the first draft output. Then, we

recover a whole sentence (Wettig et al., 2022).
4We use the base model outlined in Section 4.2. Our

focus is not on employing the most advanced model,
but on evaluating how the multi-task learning paradigm
enhances overall effectiveness.

Hotel Reviews News Articles

Approach R.-1 R.-2 R.-L R.-1 R.-2 R.-L

Chen et al. (2021b) 30.9 11.9 27.0 17.2 3.2 13.2
Error correction 31.0 12.1 27.2 16.5 2.7 12.6

Our approach 31.0 12.0 27.0 17.4 3.2 13.4

Table 5: Rouge-{1, 2, L} F1-scores of the two base-
lines and our approach on the hotel reviews and
news articles. The best score in each column is
marked bold.

trained an error correction model with the draft out-
put and the reference, r, as input, and the target, y,
as output. In other words, we have an ideal error
correction case here: we exactly know the best r
to correct the faithfulness error in the draft output.

5. Results and Discussion

This section discusses the automatic and manual
evaluation results of our approach and the base-
lines. We analyze selected examples qualitatively
and discuss the hyperparameters of the model.

5.1. Automatic Evaluation

We first evaluate the generated texts and the ful-
fillment of the input conditions using ROGUE F1-
scores and available automatic metrics:

ROUGE F1-Scores Table 5 shows that the error
correction model does best on the hotel reviews,
while our approach outperforms both baselines on
the news articles. Yet, the differences between the
scores of the three approaches are small.

Condition Fulfillment We consider the follow-
ing automatic metrics to evaluate the condi-
tion fulfillment.5 For faithfulness, we used the
BERTScore (Zhang et al., 2020a) with its best
model deberta-xlarge-mnli from Microsoft
to predict the similarity between the generated
text and the reference. For style adherence,

5We refrain from using the teacher classifiers as eval-
uators since they are integrated in our approach.



Hotel Reviews News Articles

Approach Fai↑ Sty↑ Coh↓ Fai↑ Sty↑ Coh↓

Chen et al. (2021b) .651 .968 40.7 .590 .412 18.2
Error correction .643 .956 40.2 .615 .571 18.7

Our approach .647 .965 38.4 .591 .479 17.9
w/o selection .647 .956 40.0 .586 .391 18.1

Table 6: Automatic evaluation: Proportion of texts
fulfilling the faithfulness (Fai), style adherence
(Sty) and coherence (Coh) conditions on each
dataset. w/o selection denotes the proportion be-
fore candidate selection. The best score per col-
umn is marked bold.

we follow Yin et al. (2019) to use a vanilla
bart-large-mnli model as the zero-shot topic
classifier to predict the probability that the gener-
ated text has the desired topic. Finally for coher-
ence, we concatenated sentbefore, generated text,
and sentafter as a single string and then computed
the perplexity based on GPT-2 (Radford et al.,
2019).6

Table 6 shows that our approach has the low-
est perplexity while it has the second-best per-
formance in faithfulness and style adherence in
both datasets. Both baselines are the best on one
dataset and the worst on the other. Such unstable
results illustrate the limitation of these two base-
lines. We also see that the candidate selection
(see Figure 1c) improves fulfillment of the three
conditions, especially style adherence. However,
the two baselines and the two variations of our
approach are all very close to each other using
automatic evaluations.

5.2. Manual Evaluation

Since the automatic evaluation only approximates
the actual quality, we carried out a manual study
where humans judged the faithfulness, style adher-
ence, and coherence of the generated sentences.
For the study, we randomly selected 100 instances
from each dataset (200 in total). We presented
participants with the generated text as well as two
sentences: one before and one after, along with the
topic and the reference. On this basis, we posed
three questions to them about the generated text.

Q1. What is the relationship between the sentence
and the reference?
{ The sentence entails the reference (1)
| The reference entails the sentence (1)
| The sentence partly entails the reference(0.5)
| The reference partly entails the sentence(0.5)

6Although perplexity is not a direct measure of text
coherence, it has been shown to reflect coherence to a
certain degree.

Hotel Reviews News Articles

Approach Fai↑ Sty↑ Coh↑ Fai↑ Sty↑ Coh↑

Chen et al. (2021b)0.49 0.88 0.96 0.70 0.73 0.98
Error correction 0.53 0.83 0.98 0.72 0.69 0.99
Our approach 0.54 0.89 0.99 0.76� 0.76� 0.99

Table 7: Manual evaluation (main results): Mean
scores of faithfulness (Fai), style adherence (Sty),
and coherence (Coh) on each dataset. The
best score in each column is marked bold. The
�symbols denoting a significance (p < 0.05) com-
paring to the second best.

| Neither entailment nor contradiction (0)
| They partly contradict each other (-0.5)
| They contradict each other (-1) }

Q2. Does the sentence cover the given topic?
{yes (1) | partially (0.5) | no (0) }

Q3. Is the sentence coherent with the others?
{yes (1) | partially (0.5) | no (0) }

The numbers in parentheses indicate the scores
of each answer. For faithfulness (Q1), entailment
from either direction has a positive score while
contradiction has a negative score.

We used Amazon Mechanical Turk to acquire
four annotations per instance, at a cost of $0.33 per
instance. To get more reliable results, we required
the workers to have at least 95% approval rate and
at least 10,000 approved HITs. Furthermore, we
applied the multi-annotator competence estimation
(MACE) measure (Hovy et al., 2013) to estimate
the final label. MACE achieved around 90% of
accuracy in predicting the labels.

Table 7 presents the manual evaluation results.
For faithfulness, our approach has the best score
compared to the other two baselines. For hotel
reviews, it outperforms the baselines with a small
margin, while the difference is more significant on
the news articles. In terms of style adherence, our
approach is still the best while error correction is
the worst. The reason for this could be the two-step
process harms more to the style adherence. For
the coherence condition, all approaches perform
almost equally well on both datasets, only Chen
et al. (2021b) is slightly worse.

Comparing the two baselines, we found that
Chen et al. (2021b) is better in generating style-
adherent texts, while the error correction model
is better in generating faithful texts. Conceptually,
Chen et al. (2021b) was developed to capture the
frame (style) in the texts, while the error correc-
tion model was developed to fix the error (faithful
mistakes) in the texts. The evaluation results also
reflect such designed advantages of the two mod-
els.

Generally, we observe that all models perform



Topic. view
Reference. We arrived to a friendly welcome and a very
comfortable King Premier room, which I had requested
at the front of the hotel so that there was a view of the
city and waterfront.

Chen et al. (2021b). Fantastic Hotel, Brilliant staff, let
down by NOISE. And the view was spectacular. I
would have given this hotel a 4 or 5 rating.
Error correction. Fantastic Hotel, Brilliant staff, let down
by NOISE. Great location, great view of the Eiffel
Tower. I would have given this hotel a 4 or 5 rating.
Our approach. Fantastic Hotel, Brilliant staff, let down
by NOISE. I have stayed at this hotel before and had
a fantastic view of the city from my room. I would
have given this hotel a 4 or 5 rating.

Table 8: Sample from a hotel review (Wachsmuth
et al., 2014). The bold sentences are generated by
the baselines and our approach, given topic and
reference.

significantly better on news articles in terms of faith-
fulness when compared to hotel reviews. This dif-
ference could be attributed to the nature of reviews,
where opinions play a central role. Determining if
one opinion implies another appears to be more
challenging in this context.

In contrast, we assume that the higher style ad-
herence on the hotel reviews is due to the different
text layout. In news articles, the topics are usually
more invisible. For example, the text in Figure 2b
mentioned Nancy Pelosi with the pronoun “her”.
Such a writing style makes it more difficult to gen-
erate topic-relevant texts.

5.3. Qualitative Analysis

In addition to quantitative evaluations, we con-
ducted a qualitative analysis to gain deeper in-
sights into the approach’s effectiveness. Partic-
ularly, we look at one sample of generated texts of
the three approaches for a hotel review (Table 8)
and one for a news article (Table 9).

For the former, the model was asked to generate
a sentence regarding the topic “view”, given a refer-
ence and the surrounding sentences. We see that
the model of Chen et al. (2021b) generates rather
generic text. While the error correction model out-
put mentions the great view, the hotel is actually in
Barcelona, not in Paris, so the statement regarding
the Eiffel Tower cannot be true. In contrast, our
model correctly states that the hotel has a city view
which can be inferred from the reference.

In the more complex example in Table 9, the ref-
erence text is about the comment that Trump was
sidestepping the congress to access certain fed-
eral funds. Here, the model of Chen et al. (2021b)
generates an ironic sentence where Trump criti-

Topic. Donald Trump
Reference. In this case, Trump is sidestepping
Congress so that he can gain access to certain fed-
eral funds without congressional approval.

Chen et al. (2021b). Ms. Coulter fired back shortly after-
ward. “This is a power grab by a president who has
disregarded the will of the American people,” Mr.
Trump said. White House officials rejected criticism
from across the ideological spectrum that Mr. Trump
was creating a precedent that future presidents could
use to ignore the will of Congress.
Error correction. Ms. Coulter fired back shortly after-
ward. Mr. Trump, who has repeatedly called for the
repeal of the Affordable Care Act, called the bill
“unconstitutional” and called it a “disaster” for the
country. White House officials rejected criticism from
across the ideological spectrum that Mr. Trump was
creating a precedent that future presidents could use
to ignore the will of Congress.
Our approach. Ms. Coulter fired back shortly afterward.
“It’s a dangerous precedent” Mr. White House offi-
cials said in a brief statement. White House officials
rejected criticism from across the ideological spectrum
that Mr. Trump was creating a precedent that future
presidents could use to ignore the will of Congress.

Table 9: Sample from a news article (Fan et al.,
2019). The bold sentences are generated by the
baselines and our approach, given topic and refer-
ence.

cizes himself. The error correction model also talks
about Trump, but “the repeal of the Affordable Care
Act” has nothing to do with the reference. Our ap-
proach negatively comments that “It’s a dangerous
precedent” with the respect to both the reference
and the subsequent sentence on the White House.

In summary, the two examples suggest that the
model of Chen et al. (2021b) tends to generate text
without much detail. The error correction model
can provide more precise details, but part of the
details tend to go wrong. Overall, our approach
generates the most reasonable texts.

5.4. Hyperparameters

To optimize our approach and the baseline mod-
els, we tuned their hyperparameters to maximize
performance on the validation set. In particular,
we considered the number of training steps and
weights in Equation 1. We logged the results
in every half epoch, with maximum 5 epochs of
training. For the weights, we set the minimum
value to be 0.1 and the maximum to be 0.7 (since
0.1 + 0.1 + 0.1 + 0.7 = 1). We validated the model
in every combination of the weights with a grid size
0.1. This gives a total of 84 combinations.

In the end, all models were saturated between
the second and the third epoch. For the weights,



we found the best combination for hotel reviews is
0.4 for generation loss and 0.2 for all conditions.
For news articles, the best combination for hotel
reviews is 0.7 for generation loss and 0.1 for all
conditions. The difference between the best com-
bination and the worst one was about five points
in terms of ROUGE score. The higher generation
loss for news articles suggests that it is harder to
generate news texts, so the models have to learn
more from the generation loss.

6. Conclusion

Recent generation models often produce faithfully
incorrect text, which raises ethical concerns and
limits their impact in many real-world applications.
For content transfer tasks, this paper has there-
fore focused on generating faithful text, integrating
generation with faithfulness, style adherence, and
coherence constraints in a multi-task learning ap-
proach. Compared to the baselines in our manual
evaluation, our approach succeeded in generating
faithful, style-adherent, and coherent text.

A key strength of our approach is that we can
use any reference as input for the faithfulness con-
straint. At the same time, using a variable set of
classifiers provides a new, flexible mechanism to
fulfill the desired conditions. While we thereby con-
tribute towards faithfulness in context transfer, our
results have also indicated much room for further
improvement. In future work, we plan to study
more conditions in text generation and consider
other conditional text generation tasks.

7. Limitations

Our experiments involve only one type of condi-
tional text generation task, namely, content transfer.
Further research is needed to verify the transfer-
ability of our results to other text generation tasks,
such as text summarization and question answer-
ing. Moreover, we have included three conditions
only. We expect that more conditions will make the
task more complex. Finally, the applicability of our
approach is limited to settings where references
are provided as natural language texts about a
topic in focus or can be derived reliably in some
way. In other scenarios, such kind of references
may have to be generated or retrieved from other
sources.

8. Ethical Concerns

The intended application of our approach is to im-
prove faithfulness in text generation and thereby
further reduce the amount of misinformation that
text generation models produce. We, therefore,

target positive ethical consequences with our work
in general.

However, the actual faithfulness of an output text
strongly depends on the quality of the data used
as underlying information. In our experiments, we
do not verify the faithfulness of the information
coming from reference sentences. The references
could contain different biases, for example, polit-
ical bias in the case of the news article dataset
and subjective or even invented information in the
case of the hotel reviews. Thereby, our approach
may reinforce present biases of misinformation by
transferring them to other texts as well. Further-
more, we cannot prevent our approach from being
misused to intentionally generate texts containing
misinformation or bias using respective reference
texts. Ultimately, this does not create new ethical
concerns, though, but rather leads back to general
correctness problems in text generation.

Even with faithfully-correct reference texts, the
non-perfect effectiveness of our approach can lead
to faithfully incorrect sentences being generated.
Ideally, the approach should be used in a semi-
automatic setting with human post-checking to pre-
vent the spread of misinformation.

Finally, we note that no personal information was
collected from any participant in our crowd-based
user study. There is no way to match the created
annotations to their identities. As stated in the
paper, the participants were paid on a per-instance
level. The reward ($0.33) was defined, so as to
achieve a fair salary. We did not receive feedback
from crowd-workers that indicates otherwise.
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