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Abstract
In today’s rapidly evolving digital age, disinformation poses a significant threat to public sentiment and socio-political
dynamics. To address this, we introduce a new dataset "DeFaktS", designed to understand and counter disinformation
within German media. Distinctively curated across various news topics, DeFaktS offers an unparalleled insight
into the diverse facets of disinformation. Our dataset, containing 105,855 posts with 20,008 meticulously labeled
tweets, serves as a rich platform for in-depth exploration of disinformation’s diverse characteristics. A key attribute
that sets DeFaktS apart is its fine-grained annotations based on polarized categories. Our annotation framework,
grounded in the textual characteristics of disinformation content, eliminates the need for external knowledge sources.
Unlike most existing corpora that typically assign a singular global veracity value to news, our methodology seeks
to annotate every structural component and semantic element of a news piece, ensuring a comprehensive and
detailed understanding. In our experiments, we employed a mix of classical machine learning and advanced
transformer-based models. The results underscored the potential of DeFaktS, with transformer models, especially
the German variant of BERT, exhibiting pronounced effectiveness in both binary and fine-grained classifications.
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1. Introduction

In the contemporary information era, the rapid pro-
liferation of online platforms has reshaped commu-
nication paradigms. Social platforms have democ-
ratized information dissemination, ensuring real-
time data sharing. This accessibility, however, is
a double-edged sword. On one hand, it promotes
knowledge sharing; on the other, it has become
a conduit for the spread of disinformation or ’fake
news’ (Shu et al., 2017).

The implications of unchecked fake news are se-
vere. Beyond the obvious erosion of public trust
in media and institutions, disinformation can sway
public opinion, influence election outcomes, and
even catalyze real-world harm (Strömbäck, 2005;
Groshek and Koc-Michalska, 2017). In the face
of these challenges, ensuring the veracity of dig-
ital content has become an imperative. Empiri-
cal findings underscore the intricate complexity of
disinformation, which, with its deceptive nature,
strives to cloak itself as legitimate information, mak-
ing its detection notably elusive (Shu et al., 2020).
While studies emphasize that authentic and decep-
tive news articles demonstrate substantial dispari-

ties in their substantive content (Horne and Adali,
2017; Abonizio et al., 2020), the nuanced and mul-
tifaceted characteristics of disinformation amplify
the challenge (Rosińska, 2021). Moreover, the lexi-
cal and structural features of disinformation often
tend to be event-specific, suggesting that classi-
fiers trained on one type of event or topic may
underperform when faced with deceptive content
derived from a different context (Shu et al., 2017).
This multi-dimensional complexity and subtlety of
disinformation necessitate innovative approaches
that can navigate through its nuanced landscapes,
offering a more holistic understanding and detec-
tion mechanism. In the realm of disinformation
research, while English has been the primary fo-
cus, other significant languages like German have
not received equivalent attention. This oversight is
particularly evident in the scarcity of comprehen-
sive annotated datasets dedicated to the German
language, especially in the domain of disinforma-
tion analysis (Schreiber et al., 2021). Furthermore,
Germany itself faces a pronounced challenge with
disinformation, as indicated by its high number of
QAnon members, ranking second globally. The
unique linguistic characteristics and cultural con-



texts of German differentiate it from English, and
the limited availability of annotated datasets for Ger-
man compounds the complexities of disinformation
detection in this language. This study navigates
through these challenges by presenting a compre-
hensive approach to understanding and mitigating
disinformation, especially within the German lin-
guistic context, through three pivotal contributions:

• Introducing a richly curated and annotated
dataset that encompasses a diverse array of
topics and keywords from the German me-
dia, meticulously annotated with binary and
fine-grained labels to serve as a foundational
resource for developing and evaluating fake
news detection algorithms.

• Recognizing the complex nature of disinforma-
tion, we propose a comprehensive and fine-
grained taxonomy-based annotation scheme
encompassing linguistic, semantic, psycholog-
ical, and authenticity features formulated to
facilitate a detailed and structured approach to
analyzing and labeling tweets.

• The study further presents experiments em-
ploying both classical machine learning mod-
els and transformer-based models, providing
initial insights into the dataset’s utility and serv-
ing as a starting point for subsequent research
endeavors to develop and refine disinformation
detection models in the German language.

2. Related Work

Recent efforts in combating disinformation have
largely centered around leveraging advanced ma-
chine learning techniques and developing datasets
to facilitate the training and evaluation of models
designed to discern the veracity of information dis-
seminated online. Ali et al. (2022) focused on Ara-
bic fake news detection related to COVID-19 on
Twitter (now X) and Facebook. The authors intro-
duced a new Arabic COVID-19 dataset and applied
two pre-trained classification models, AraBERT
and BERT base Arabic. Abd Rahim and Basri
(2022) introduced MalCov, a dataset containing
fake and valid news articles related to COVID-19
in the Malay language. The dataset, which com-
prises articles from social media platforms and has
been validated by local authorities, was utilized
to build classifiers using machine learning mod-
els such as Naive Bayes, SVM, and Logistic Re-
gression. Suryavardan et al. (2023) introduced
Factify 2, a multimodal fact-checking dataset that
enhances its predecessor, Factify 1, by incorporat-
ing new data sources and adding satire articles.
Factify 2 categorizes data into three broad cate-
gories (support, no-evidence, and refute) and sub-
categories based on the entailment of visual and

textual data, providing a rich resource for develop-
ing and evaluating multimodal fake news detection
models. Ciora and Cioca (2022) developed RoCo-
Fake, a Romanian Covid-19 Fake News dataset,
aggregating various online resources like tweets,
news titles, and fact-checking news sites. RoCo-
Fake addresses the scarcity of resources for fake
news detection in the Romanian language, pro-
viding a valuable resource in the medical domain.
Carrella et al. (2023) emphasized the importance of
developing language-specific datasets and models
to address the challenge of disinformation in Italian.
(Plepi et al., 2022) conducted an in-depth analysis
of users’ time-evolving semantic similarities and
social interactions, revealing that these patterns
can be indicative of disinformation spread. Build-
ing on these findings, they proposed a dynamic
graph-based framework that capitalizes on the fluid-
ity of user networks to isolate fake news spreaders.
Fatima et al. (2023) introduced YouFake, a multi-
modal dataset that includes both images and texts
collected from popular YouTube channels, provides
a comprehensive platform for developing and evalu-
ating models that can handle multi-modal data (text,
image, and video) for fake news classification.

These studies underscore the global and multi-
lingual nature of the disinformation challenge, high-
lighting the importance of developing datasets and
models that cater to various linguistic and cultural
contexts. While these datasets provide valuable
insights and resources for fake news classification
Sakketou et al. (2022), it is evident that there is a
gap in the availability of German-specific datasets
for fake news detection, highlighting a potential area
for contribution and development in the field. More-
over, the available datasets often exhibit a lack of
diversity in topics and news categories, frequently
concentrating on specific themes or health crises
like the COVID-19 pandemic Mattern et al. (2021).
This limitation potentially restricts the generaliz-
ability and applicability of models trained on such
datasets to a broader spectrum of topics and con-
texts. Furthermore, there is a noticeable scarcity
of datasets that provide transparent and compre-
hensive annotation schemes for labeling fake news
Murayama et al. (2022). The meticulousness and
granularity in labeling are pivotal for developing
models that can discern and understand disinfor-
mation’s nuanced and multifaceted nature. Many
existing datasets Vogel and Jiang (2019), Ahuja
and Kumar (2023) do not offer fine-grained labels
or employ polar labeling schemes that enable an-
notators to adeptly identify and categorize various
dimensions and spectrums of deceptive informa-
tion.

In response to these gaps, we introduce "De-
FaktS" 1, a dataset uniquely designed for German

1https://github.com/caisa-lab/

https://github.com/caisa-lab/DeFaktS-Dataset-Disinformaton-Detection


media. Our dataset not only offers a comprehen-
sive understanding of misinformation within this
specific linguistic context but also brings forth a
novel approach in its annotation and structure. "De-
FaktS" is thoroughly curated, emphasizing granular-
ity in labels and ensuring that various dimensions
of misinformation are adeptly captured. The an-
notation scheme, and correspondingly the labels
utilized, are designed based on the Taxonomy of
Online Disinformation developed by(Bezzaoui et al.,
2022). Combining empirical findings from various
fields such as computer science, linguistics, psy-
chology, and media studies, the taxonomy gathers
the many underlying linguistic features in disinfor-
mation into a schematic framework. Additionally,
inspired by (Kellner and Share, 2005) critical media
literacy framework and (Abonizio et al., 2020; Horne
and Adali, 2017; Molina et al., 2021), our strat-
egy for building an annotation framework revolves
around addressing three key research objectives:
First, the identification of specific linguistic cues
that signify online disinformation, as highlighted in
empirical literature. Second, the organization of
these linguistic features into a coherent and com-
prehensive schema. Third, the integration of these
dimensions and categories into a clearly defined,
structured taxonomy. This positions "DeFaktS" not
just as another dataset but as a contribution to the
ongoing global effort to curb the influence of disin-
formation.

3. Dataset

Twitter2 (now X) is a primary hub for real-time news
dissemination. Its influence, coupled with the poten-
tial for spreading deceptive content that can mold
public opinions, underscores its significance (Li and
Su, 2020; Zhou et al., 2021). Therefore, we chose
it as our primary data source.

3.1. Data Collection
Our "DeFaktS" dataset is methodically created, fo-
cusing on the German media domain, ensuring a
robust and comprehensive collection suitable for in-
depth analysis of various news topics. Initially, we
compiled a list of 129 pertinent and diverse news
topics, which were predominantly trending at the
time of data collection. This included a range of con-
troversial and high-impact topics such as elections,
the energy crisis, lockdown measures, the war on
Ukraine, the gender pay gap, immigrants, climate,
and inflation, among others. A word cloud depicting
the prominence of these topics within our dataset
can be seen in Figure 5. In order to establish the
topics, we started with a set of related keywords.

DeFaktS-Dataset-Disinformaton-Detection
2https://twitter.com/home

We then collected German-language tweets that
contained these keywords and added the first 2000
tweets that fit our criteria to our database. Given
Twitter’s (now X) dynamic nature and the preva-
lence of retweets, we removed duplicate entries
to avoid any potential biases in our subsequent
analyses.

3.2. Data Annotation

3.2.1. Fine-Grained Labels Annotation
Scheme

The primary objective of the data annotation was
to scrutinize the tweets, identifying and highlight-
ing instances indicative of disinformation. In pur-
suit of this, a detailed annotation framework was
designed, which has general category labels and
more nuanced polar labels, each dissecting dis-
tinct facets of the tweets and pinpointing specific
features potentially signaling disinformation. To en-
sure that current empirical knowledge on the text-
based identification of disinformation is taken into
account the annotation framework is based on the
Taxonomy of Online Disinformation (TOD) (Bezza-
oui et al., 2022). The taxonomy synthesizes scien-
tific evidence from various disciplines into a concise
overview covering dimensions ranging from more
granular characteristics such as semantic aspects
(Cardoso et al., 2021) of disinformation to broader
aspects for categorization such as various content
types.

The "DeFaktS" annotation scheme was specifi-
cally developed to dissect and identify the framing
techniques utilized in the dissemination of disinfor-
mation through German social media. Our com-
prehensive labeling approach is geared towards
detecting the nuanced ways in which information is
framed, which can influence perceptions and prop-
agate disinformation. Our annotation process is
rooted in four principal dimensions: content type,
authenticity, semantic, and psychological features,
each chosen for its empirical association with dis-
information. Semantic features helps to analyze
the content for meaning and consistency, as dis-
information is often riddled with contradictions or
repeated content lacking new insights (Horne and
Adali, 2017; Azevedo et al., 2021). Psychologi-
cal features encompass tactics like polarization,
emotionalization, and sensationalism. These fea-
tures construct narrative frames that manipulate
emotional biases to enhance engagement and dis-
semination (Jeronimo et al., 2019; Gruppi et al.,
2018; Ribeiro Bezerra, 2021; Wang et al., 2019; Vi-
cario et al., 2019). Authenticity features assess the
authenticity of references and the clarity of phras-
ing, helping to determine whether the information
is framed within a reliable context or crafted to mis-
lead by obfuscating facts (Fernandez, 2019; Kumar
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Figure 1: Fine-Grained Annotation Framework

et al., 2016; Mahyoob et al., 2020). Content Type
features address the thematic framing of content,
including pseudo scientific claims, forged content,
and propaganda. Such framing shapes audience
perceptions and is an integral part of disinformation
strategies (Rosińska, 2021; Kapantai et al., 2021;
Bąkowicz, 2019; Tandoc Jr et al., 2018; Rashkin
et al., 2017; Tandoc Jr et al., 2018).

To ensure fidelity and uniformity in our annota-
tions, domain experts from the Center for Monitor-

ing, Analysis, and Strategy (CeMAS)3 conducted a
rigorous training workshop. Here, annotators were
equipped with guidelines and engaged in activi-
ties using sample data, which honed their ability to
recognize text passages containing deceptive indi-
cators aligned with our polar labels. Figure 1 and
2 illustrate the framework and provide examples of
tweets annotated with these labels, demonstrating
the application of our method and underscoring the
role of each feature in pinpointing disinformation.

3https://cemas.io/en/

https://cemas.io/en/


Figure 2: Annotated Samples: Original German
and Translated English Text for Three Tweets

3.2.2. Binary Labels

In addition to the multi-label annotation scheme
that categorizes posts into an array of polar and
general labels, a binary classification scheme is
also employed to demarcate between two primary
categories:

• Real News is dedicated to posts that are re-
garded as neutral in nature. Specifically, posts
under this umbrella contain exclusively the la-
bel ’catneutral’.

• Fake News represents posts that exhibit traits
indicative of potential disinformation or bias.
Posts allocated to this category contain at least
one of the polar labels but are devoid of the
label ’catneutral’.

3.2.3. Annotation Platform

In this study, we utilized Doccano (Nakayama et al.,
2018), an open-source annotation tool, to facilitate
our annotation process, primarily owing to its user-
friendly interface and capability to streamline col-
laborative efforts. Doccano is well-equipped with
features tailored to our task requirements, thereby
making it an apt choice for managing our anno-
tation activities. The project was configured as a
sequence labeling task, enabling the annotators

to select specific text spans and assign labels to
them, supporting multiple labeling. Furthermore,
annotators had the flexibility to select the entirety of
the text to assign general category labels. Prior to
uploading the data to Doccano, default labels with
the code ’corpkeyword’ were assigned to highlight
keywords within the text, which were initially used
for filtering tweets during the data collection pro-
cess (as also mentioned in the annotation scheme).
Additionally, comprehensive annotation guidelines
were uploaded to the platform, serving as a readily
available reference for annotators during the text
annotation process, ensuring consistency and ad-
herence to the specified labeling criteria.

3.2.4. Cross Annotation

To fortify the robustness and dependability of our
annotations, we undertook a process of cross-
annotation. A subset of 767 samples was indepen-
dently annotated by two annotators, ensuring a thor-
ough examination of both our fine-grained labels
and binary labels. Consequently, inter-annotator
agreement (IAA) (McHugh, 2012) was computed
for both labeling methods to gauge the level of con-
cordance between the annotators. In the cross-
annotation subset, we observed disagreements
across the labels: 53 for binary labels and 95 for
fine-grained labels. Given that the fine-grained la-
bels span 17 categories, higher contradictions were
seen compared to binary labels. To quantify the
IAA, we employed Cohen’s Kappa metric, unveiling
a substantial agreement with a score of 0.72 for
binary labels. For fine-grained labels, which natu-
rally present a more complex annotation scenario,
the average score across multiple labels was 0.56,
indicating a moderate level of agreement. In an
additional layer of evaluation, and to assess the
similarity in the sets of fine-grained labels assigned
by the annotators to each instance, we calculated
Jaccard Similarity Score, achieving a noteworthy
score of 0.88. This score, paired with Cohen’s
Kappa metric, affirms the robustness and reliability
of the annotations across our dataset, ensuring a
solid foundation for the subsequent experiments
and analyses.

3.2.5. Dataset Statistics

The dataset comprises a total of 105,855 posts,
where 20,008 tweets are labeled with the class dis-
tribution of 11,776:8,232 of Real News and Fake
News, respectively. The dataset encapsulates a
variety of attributes for each tweet, enabling analy-
ses related to temporal patterns, identifying topics,
trends, and user engagements. Upon curating the
"DeFaktS" dataset, a thorough exploratory data
analysis was conducted to comprehend the under-
lying patterns and characteristics inherent to the



collected attributes. All the other polar labels have

Data Stats
Unique Users 44,486
Average Tweet Length (chars) 187
Average Tweet Length (words) 24
Average Likes 22
Average Retweets 4
Average Replies 3
Average Quotes 0.4
Average Tweets/User 3
Number of tweets with URLs 65,889

Table 1: Basic Data Stats

varying counts associated with them; the most fre-
quently associated polar label is typo-pinion, with
5,354 occurrences, followed by ’psychsensa’ with
2,056 occurrences. There are no specific polar
labels associated with Real News in the dataset.
This means the dataset’s Real News entries do not
have any polar labels from the annotation guide-
lines, which aligns with the notion that these polar
labels are indicators of fake or unreliable informa-
tion. The label ’typopinion’ has the highest occur-
rence, suggesting that many fake news tweets in
the dataset are opinion-based without factual con-
tent. Labels like ’psychsensa’ (indication of sen-
sationalism) and ’psychemo’ (indication of emo-
tionalization) also have significant occurrences, in-
dicating common features of sensationalism and
emotional language in fake news. Given this anal-
ysis, we can infer that fake news in the dataset
frequently exhibits features such as sensational-
ism, emotionalization, lack of proper referencing,
and more. To better understand this, we can visual-
ize a bar graph of the polar label distribution for the
tweets in Figure 3, similarly the distribution across
binary labels is shown in Figure 4.

4. Methodology
4.1. Preprocessing
In our research, preprocessing was crucial to miti-
gate noise and ensure data quality. We executed
several steps, including stopword removal, lower-
case conversions, tokenization and lemmatization .
Additionally, we stripped URLs to eliminate poten-
tial source link biases, ensuring a cleaner dataset
for feature extraction and model training.

4.2. Features and Text Encoding
To represent our text data, the following features
and embeddings were utilized for model training.

• Bag of Words (BOW): A vector representation
counting word occurrences, ignoring grammar
and word order (Qader et al., 2019).

• Term Frequency-Inverse Document Fre-
quency (TF-IDF): Highlights word frequency

label distribution for the tweets in Figure
fig:figure2-polar; similarly,

Figure 3: Distribution of Polar Labels in Fake News

Figure 4: Distribution of Binary Labels (Real vs.
Fake)

in a document relative to its frequency across
all documents, offering a measure of its impor-
tance (Havrlant and Kreinovich, 2017).

• Word2Vec: Embeddings that capture se-
mantic meanings of words, using pre-trained
models on German Wikipedia with 100-
dimensional representations (Yamada et al.,
2020).

• GerVADER Sentiment (GVSent): Sentiment-
based features derived using GerVader (Ty-
mann et al., 2019) to determine word polarity,
providing overall sentiment scores of tweets.

4.3. Traditional ML Classifiers
We utilized the following classical machine learning
models in our baseline experiments:

• Support Vector Machines (SVM): A super-
vised algorithm recognized for its effectiveness



in text classification by finding the optimal hy-
perplane for data separation (Wang, 2005).

• Random Forest (RndFor): Constructs multi-
ple decision trees for high accuracy and can
handle large datasets as well as missing val-
ues.

• Logistic Regression (LogReg): Commonly
used for binary classification but adaptable for
multilabel tasks using methods like the one-vs-
rest (OvR) approach.

4.4. Deep Learning models
Acknowledging the prowess of language models in
diverse Natural Language Processing (NLP) tasks
and their ability to grasp the contextual relationships
between words, we fine-tuned several state-of-the-
art pre-trained language models using our dataset.

• BERT-Base: Pretrained on English data, it is
recognized for capturing deep contextual word
relationships (Devlin et al., 2018).

• BERT-Multilingual: Trained on 104 lan-
guages, this variant of BERT is adept at han-
dling linguistic diversity, making it suitable for
diverse languages, including German (Pires
et al., 2019).

• BERT-German: Tailored for German, it cap-
tures linguistic nuances specific to the lan-
guage while also understanding cross-lingual
patterns.

• Xlm-RoBERTa: An advanced BERT variant
trained on a vast corpus, known for its high
performance in various NLP tasks (Conneau
et al., 2019).

5. Experimental Setup

In our experiments, we evaluated the models
across two distinct classification paradigms: binary
(distinguishing between Fake and Real News) and
fine-grained (categorizing across 17 labels). Con-
fronted with a pronounced class imbalance in our
dataset between Real and Fake news instances,
we resorted to downsampling the ’Real News’ cat-
egory. This strategy was instrumental in ensuring
parity in representation between the Real and Fake
news categories, a balance we maintained for both
classification tasks. However, we refrained from
further downsampling when transitioning to the fine-
grained classification. Given the varied distribu-
tion across the 17 labels, additional downsampling
could risk discarding valuable data, particularly for
polar labels with limited samples. As the next step
in our process, we employed a consistent prepro-
cessing pipeline across all models. We established
a 5-fold cross-validation for our classical ML models
to assess their performance and ensure robustness

Baselines
Binary Class

Features SVM RndFor LogReg
TF-IDF 0.76 0.74 0.81
BOW 0.78 0.72 0.80
GVSent 0.47 0.52 0.46
Word2Vec 0.64 0.44 0.58

Fine-grained Class
Features SVM RndFor LogReg
TF-IDF 0.40 0.48 0.54
BOW 0.50 0.48 0.54
GVSent 0.23 0.27 0.29
Word2Vec 0.27 0.28 0.29

Table 2: F1-Scores for Experiments with Feature
Based Models

Language Models
Binary Fine-grained

BERT-simple 0.78 0.49
BERT-Multi 0.80 0.61
BERT-German 0.86 0.65
Roberta 0.82 0.58

Table 3: F1-Scores for Experiments with Deep
Learning Models

in our analysis. For features like BOW and TF-IDF,
the vectorizer was restricted to a maximum of 5,000
features, considering both unigrams and bigrams.
For our transformer-based models, We partitioned
the dataset into training (80%), validation (10%),
and test (10%) sets. The training set was utilized to
fine-tune the pre-trained models, the validation set
to tune hyperparameters and prevent overfitting,
and the test set to evaluate model performance.
The models were trained using a batch size of 32
across 10 epochs. We employed early stopping,
monitoring the validation loss. Training would halt if
no loss improvement was observed over 3 consec-
utive epochs. The AdamW optimizer was utilized,
configured with a learning rate of 2e− 5

6. Results
To evaluate the effectiveness of both our classical
and transformer-based models, we computed sev-
eral metrics including accuracy, precision, recall,
and F1-score. The F1-scores for our experiments
are presented in Table 2 and Table 3.

6.1. Binary Classification:

Using feature-based models, the best performance
for the binary classification task was achieved with
TF-IDF representations, closely followed by BOW.
This indicates that count-based representations ef-
fectively capture distinguishing features between
Real and Fake categories.



Transformer-based models, particularly BERT-
German, outperformed feature-based models, high-
lighting their robust ability to discern Real from Fake
News in German content. The detailed classifica-
tion report reveals that the model is adept at iden-
tifying fake news instances (evident from a high
recall) but occasionally misclassifies other content
as fake news.

6.2. Fine-Grained Classification:
Feature-based models like TF-IDF and BOW ex-
hibited satisfactory performance in the fine-grained
classification task, albeit lower than their binary
classification counterparts. This drop in perfor-
mance is anticipated due to the intricate nature
of distinguishing among numerous categories. A
closer examination of the detailed classification re-
port reveals that labels like ’catneutral’ and ’typopin-
ion’ are predicted with higher precision and recall,
suggesting these categories possess distinct fea-
tures easily identifiable by the model. However,
classes such as ’psychsensa’, ’psychpolar’, and ’au-
threfer’, despite having ample instances, didn’t fare
as well. This might hint at these classes sharing
overlapping features with others or being inherently
more challenging to classify. Sparse classes, like
’typconspir’ and ’psychabas’, predictably struggled,
emphasizing the challenges of classifying under-
represented categories.

Transformer-based models, especially BERT-
German, continued to outpace feature-based mod-
els in the fine-grained classification task. How-
ever, a detailed label-wise analysis uncovers sig-
nificant performance variance across labels. For
instance, while labels like ’infonewinfo’ and ’typfal-
contex’ were accurately predicted, others such as
’typpseudo’ and ’psychemo’ encountered difficul-
ties. This discrepancy might arise from dominant
labels overshadowing subtler ones in multi-label
contexts.

6.3. Analysis and Discussion
The empirical results underscore the unparalleled
advantages provided by language-specific models,
such as BERT-German. Their adeptness at under-
standing linguistic intricacies, grammar, and vocab-
ulary specific to the German language is pivotal.
The timeless efficacy of TF-IDF and BOW repre-
sentations was evident, even when combined with
classical models. However, the sentiment scores
from German Vader (GerVader) underperformed
compared to other features. The brevity of tweets,
often filled with slang and abbreviations, can im-
pede accurate sentiment analysis. Tools like Vader
provide generalized sentiment features, which may
be inadequate for intricate tasks like fake news
detection. Exploring sentiment computation using

advanced language models might offer more nu-
anced insights.

Our results show that binary classification, while
challenging, is simpler than fine-grained classifica-
tion. Both feature-based and deep learning models
exhibited superior performance in binary classifi-
cation. This observation aligns with expectations,
as discerning between two broad categories (Fake
vs. Real) is intuitively simpler than distinguishing
among 17 nuanced categories. The model has
found challenges in categorizing them, as some
classes might have overlapping features with oth-
ers, making it hard for the model to distinguish
between them. For example, ’psychpolar’ and ’psy-
chsensa’ both deal with emotional or sensational
content in the text. The potential overlap in their fea-
tures might be causing misclassifications. Some
labels might differ in very nuanced ways which are
hard to capture with the given features. For in-
stance, ’auth-refer’ and ’auth vague’ both deal with
the authenticity of the content, but one might be
about poor referencing, while the other is about
vague claims. Capturing such subtle differences is
challenging.

Incorporating external knowledge from knowl-
edge graphs, ontologies, or trusted news
databases is essential for validating claims and
providing the necessary context, especially for
aspects concerning authenticity and references.
While models such as BERT-German have shown
effectiveness, the integration of advanced Large
Language Models (LLMs) can take this a step
further. LLMs, renowned for their excellence in
context learning and prompting-based techniques,
can tap into their extensive linguistic capabilities
and world knowledge to cross-reference and
validate claims against established facts. By
fine-tuning these models or employing precise
prompts that reflect the context and intent of
the content, LLMs become powerful tools for
uncovering subtle disinformation cues that may
bypass more traditional detection methods.

7. Linguistic Analysis
The word cloud representation in Figure 5 depicts
the frequency of news topics within the tweets from
our dataset, offering a glimpse into the most promi-
nent themes and discussions within the German
media. The size of each word indicates its fre-
quency in the tweets, with larger words appearing
more frequently.

Upon analyzing the textual content of the tweets,
we notice that tweets classified as Real news tend
to be slightly more extensive, both in terms of char-
acter length and word count, compared to fake
news as depicted in Figure 6. This might suggest
that Real News endeavors to provide more detailed
and thorough information, possibly requiring addi-



Figure 5: Distribution of Topics in Dataset

tional words or incorporating URLs to convey ac-
curate information. Conversely, a peak in charac-
ter usage in fake news indicates that such posts
might occasionally employ a more verbose narra-
tive compared to Real news, potentially crafting a
compelling, albeit deceptive, story line.

Figure 6: Textual Distribution in Real vs Fake news

8. Conclusion
In this research, we presented DeFaktS, a unique
dataset tailored for disinformation analysis within
the context of German political discussions on Twit-
ter (now X) . Through a comprehensive annotation
scheme, our dataset facilitates the precise identifi-
cation and labeling of deceptive content. Beyond
binary labels of Real and Fake News, DeFaktS
incorporates fine-grained labels that signify polar-
ized information in textual spans. Our experimental
benchmarks, established using both traditional ML
classifiers and state-of-the-art deep learning meth-
ods, highlight the efficacy of transformer-based
models, especially the BERT-German variant, in
discerning disinformation patterns. The insights
derived from our study pave the way for further
nuanced analysis and the development of more
robust detection methodologies in the domain of

disinformation. Overall, DeFaktS serves as a re-
source for the German media research community,
promoting further exploration into refined analysis
and detection techniques against disinformation.

9. Ethical Considerations and
Limitations

Our research heavily relies on tweets, a publicly ac-
cessible form of data. While this data is public, en-
suring the anonymity of the individuals and prevent-
ing potential misuse is paramount. All user data
is kept separately on protected servers, linked to
the raw text and network data solely through anony-
mous IDs. This precaution ensures that any per-
sonal information, such as user handles or profile
details, is isolated from the research data, thereby
respecting user privacy and safeguarding against
potential breaches. It is important to note that con-
ducting further analyses on Twitter (now X) data
for future research endeavors is now limited to the
greatly restricted access for researchers to data
generated and distributed by the platform. Addi-
tionally, engaging human annotators for the labeling
of data containing mentally and emotionally harm-
ful content displays a challenge that researchers
should handle responsibly. In the context of this
project, to safeguard the annotators’ well-being, dif-
ferent safety measures, such as group meetings
and mood polls, were applied. While our research
aims to detect and combat disinformation, there is
potential for misuse. The tools and methods could
be appropriated to suppress genuine information
or target certain narratives. We emphasize that the
primary goal is to detect disinformation and not to
suppress freedom of expression.
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